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1.Introduction 
Wireless sensor networks (WSNs) are used in various 

applications [1]. The main limitation of WSNs is the 

limited resources and unreliable communication links 

[1−3] and there is the need for advanced data mining 

techniques for data handling is needed as the 

traditional techniques are not suitable [1−3]. Hence 

developing an effective data handling techniques for 

WSNs becomes important. Energy preservation is 

also a challenging issue in the data management [4]. 

As it affects the whole network so that some readings 

cannot be sent to any sink [4]. Therefore handling of 

data in an efficient manner is needed for the energy 

preservation. Monitoring of environmental conditions 

over time and space is also very important factor [5]. 

The other important factors are cluster heads (CHs) 

selection, data sink operation and clustering operation 

on the CHs. Fuzzy decision-making approach is 

useful for the selection of CHs which has been 

proposed by Azad and Sharma [6].  
 

 
*Author for correspondence 

Prominent clustering scheme selection based on 

unique performance metrics has been suggested by 

Zeb et al. [7]. Li et al. [8] discussed the data 

management techniques in sensor networks. It also 

includes data management systems in sensor 

networks and in distributed database system 

differences, the architecture, the data model and the 

query language, the storing and indexing techniques 

of sensor data and the operating algorithms, the query 

processing techniques. Mahmood et al. [9] suggested 

data mining techniques for extracting knowledge 

from large continuous arriving data from wireless 

sensor networks (WSNs). They have provided an 

extensive survey of the traditional data mining 

algorithms uses to achieve good performance in a 

wireless sensor network environment. They have 

suggested adaptive data mining framework of WSNs 

for future research because of the limitation in the 

traditional algorithms. Izadi et al. [10] presented a 

fuzzy-based data fusion approach for WSN. It is 

capable of distinguishing and aggregating only true 

values of the collected data. It reduced the burden of 

processing the entire data at the base station (BS). 
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This also helps in eliminating redundant data and 

reduces energy consumption and so increases the 

network lifetime. Anisi et al. [11] suggested cluster 

and tree structures for data gathering. They have 

selected most appropriates hops for data forwarding 

and maximized the lifetime of the whole network. 

Upadhyay and Mehta [12] focused on delivery 

latency minimization problem (DLMP). They have 

presented improved anchor point algorithm with 

clustering (APAC) in WSNs. They suggested that the 

latency can be minimized by using better anchor 

point selection in point substitution method. They 

have proved that the latency is reduced by point 

substitution method. Kim and Kim [13] proposed 

parallel join algorithm. According to the authors it is 

energy-efficient as the columns are shipped to the 

join region for final join processing and because of 

the parallel join processing of sensor data. It 

improves the performance of the system. Mota et al. 

[14] proposed network processor architecture. It is 

used to handle information at sensor network base 

stations. It optimizes information processing and the 

magnitude faster than an architecture based on 

traditional processor. Tian et al. [15] presented a sink 

node design. It contains the power module, the 

storage/display module and the communication 

module. Zigbee, GPRS and Ethernet techniques are 

used. The sink node is capable of bridging the user's 

terminal with sensor nodes for information 

transmission. Rhee and Liu [16] suggested persistent 

dynamic routing. It provides high data reliability 

needed for mission-critical networks. The results 

obtained are much higher scalability and throughput 

without sacrificing reliability. Palpanas [17] review 

and analyses WSNs problems as real-time collection 

of the sensed data, and real-time processing of these 

data series. Based on these aspects different methods 

are discussed with their advantages and flaws. 

Bergelt et al. [1] proposed a strategy of aggregation 

to tie technological prerequisites for efficient use of 

energy and the handling of large data volumes. They 

have demonstrated with the experimental energy 

conservation potential based with actual sensor 

platforms. Ghayvat et al. [18] reported a new 

protocol especially developed to address smart homes 

for assisted living. The developed protocol has been 

used in an old home built in 1938, which was 

converted into a smart home with the use of sensing 

technologies.  

 

The main objectives of this study are as follows: 

 Applying the k-means algorithm for the selection 

of CHs.  

 To provide a random selection of CHs based on 

the operations and data handling mechanism 

specified by the data sink. 

 To determine the ranking of CHs for the 

selection. 

 To determine the data sink operation priority by 

simple additive weighting (SAW) and weighted 

product method (WPM). 

 A comparative study based on the SAW and 

WPM has been analyzed. 

 

2.Methods 
This framework has been developed on the Java 

platform version 7. Framework designing and 

execution have been performed on NetBeans IDE 7.2 

environment. In the proposed approach IN and OUT 

nodes are considered for the communication pathway 

for the sink node. We have proposed an efficient 

approach for the CHs selection with the confirmation 

of the packet delivery for all. In the first phase the 

data pre-processing is applied based on the weight 

assigned. It is assigned based on the node's 

operations. There are five data sink attributes. These 

are read (R), write (W), update (U), send (S) and 

receive (Re). The priority values for these attributes 

are assigned by Java random class. The range of 

these values lies between 1 to 10.  It reduces 

automatically based on the computation time in the 

data collection and sending to the sink node.  It is 

used for the clustering purpose. In this phase the data 

have been converted into the computational phase for 

different mathematical calculation and for the 

feasibility study.  

 

The second phase is the clustering phase. This 

approach has the capability of selection of 

appropriate group based on k-means (Figure 1). K-

means is efficient and simple clustering algorithm 

[19]. Because of the better clustering capabilities, it is 

used in different research areas [20]. K-means have 

been applied in the pre-processed data obtained from 

the first phase. The group is selected based on the 

weight aggregation of the attribute values in our 

approach. The processes of operations are completely 

random, so that there is no biasness. Algorithm 

1shows the k-means algorithm which is used to 

cluster the nodes based on the weight for the CHs 

selection. The main benefit of k-means algorithm is 

that it is computationally faster if the number of 

clusters is small and produce tighter cluster [19, 20]. 

After clustering, cluster group is selected based on 

the maximum weight strength of the cluster. Ranking 

algorithms have been applied in this phase. Then in 

the cluster, CHs are selected based on the ranking 
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strategy combined with our approach. Multiple-

criteria decision-making (MCDM) is an approach for 

combining decision performances [21]. It is used in 

several areas of energy efficiency [21, 22]. The main 

methods of MCDM are SAW, WPM, analytical 

hierarchy process (AHP), the technique for the order 

of preference by similarity to the ideal solution 

(TOPSIS), etc. We have used SAW and WPM in our 

approach for the decision performance ranking. SAW 

is a simple and widely used scoring method based on 

a weighted linear combination [23]. In this approach 

weighted average have been used with the priority 

values. For each alternative an evaluation score is 

calculated. It is multiplying the priority value or the 

scaled value provided to the respective attribute. 

Then add all the obtained multiplicative value for the 

individual node attributes. It provides the score for 

the individuals which can be helpful in the ranking 

criteria. The benefit of this technique is that it is a 

corresponding direct change of the crude information 

which implies that the relative request of size of the 

institutionalized scores stays break even with. WPM 

is the variant of SAW [24, 25].  

The main computational difference is in the 

mathematical process. In this approach multiplication 

is applied instead of the addition operation. The 

alternatives used also compared with the others. It is 

compared by multiplying a number of ratios. This is 

assigned to the each criterion available in the node. 

The same is applicable as the power equivalent of the 

relative weight to the corresponding criterion [24, 

25]. This dispenses with any units of measure and 

accordingly takes into account dimensionless 

investigation. So the strategy can be utilized as a part 

of single-and multi-dimensional choice issues. In our 

case the priority values are considered as 0.625, 

0.125 and 0.25.  

 

Data transmission is the main part or task in nodes 

communication [26]. In the packet transfer process 

the energy consumption is in proportion to the 

distance [26]. As in our approach the distance (d) is 

same and differentiated with an unbiased approach. 

So the energy consumed is the time consumed in the 

transfer process for the x bit data. 

E=d
2
x    (1) 

 

Algorithm 1: K-means algorithm 

C = {c1, c2, c3……………………..cn} be the set of centroids. 

D = {d1, d2, d3……………………..dn} be the set of data points. 

Step 1: Initialize the centroids randomly. 

Step 2: Each data point is assigned to a cluster based on data point and cluster center distance. Euclidean distance is 

used for the distance measurement. 

J(c)=∑ ∑     
( )
     

 
   

 
   

2 

di  cj is the Euclidean distance.  

Where k is the number of cluster and n is the number of cases 

Step 3: Minimum distance is preferred in data point assignment. 

Step 4: Then new cluster center is recalculated 

ci = (
 

  
) ∑   

  
    

Step 5: The process is stopped after the reassignment.  

 

Algorithm 2: SAW method 

Step 1: Normalize the attribute values present in the decision matrix. 

Step 2: Score is evaluated for the alternatives 

Si = ∑      
 
    

Si is the complete score of the i
th

 alternative 

Wj is the weight of j
th

 criterion 

Step 3: The score is calculated for each alternatives. 

 

Algorithm 3: WPM  

Step 1: Normalize the attribute values present in the decision matrix. 

Step 2: Score is evaluated for the alternatives 

R (
  

  
) = ∏ (

   

   
)   

   
 

aij is the score of the i
th

 alternative in the j
th

 criterion and wj is the weight of the j-th criterion 

Step 3: The score is calculated for each alternatives. 
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Figure 1 Flowchart of complete working mechanism 

 

3.Results 
In this section, the results obtained from the proposed 

approach have been discussed and compared with the 

other existing techniques. In order to carry out the 

experiment, 50 nodes are considered and for 

comparison 100, 150, 200, 250 and 300 nodes are 

considered. Table 1 shows the initial attribute weight 

values. The range of these values lies between 1 and 

10, which automatically reduces depending on the 

computation time in the data collection and sending 

the same to the sink node. It is used for the clustering 

purpose. We obtain Tables 2 and 3 after clustering. 

Start 

Node status (IN / OUT) 

 

Pre-processing 

 

K-means 

 

No data 

points 

 

K 

Centroid 

Data point distance 

Min-Distance 

grouping 

K 

Ranking (SAW and WPM) 

 

CH-Selection 

 
End 
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The total attribute sum for cluster 1 is 178 and for 

cluster 2 is 252. Thus, cluster 2 will be selected. The 

CHs are selected from cluster 2 and from cluster 2, 

CHs are selected according to the ranking approach. 

First random selection priority scale has been 

assigned from {1,2,3}, {1}, {2,3},{2,3,4},{4,5} and 

{5}. It is 1 for R, 2 for W, 3 for U, 4 for S and 5 for 

Re. It means only those operations that are assigned 

to the concern nodes are performed. It may help in 

the energy consumption. It is shown in Tables 4 and 

5. SAW and WPM methods are applied to rank CHs 

for the selection of the data transportation and other 

operations are performed. Tables 6 and 7 show the 

initial score for the initial sink attributes. Figure 2 

shows the SAW values obtained from cluster 1.  

Figure 3 shows the SAW values obtained from 

cluster 2. It clearly shows the ranking of CHs from 

cluster 1 and 2 (SAW). Figure 4 shows the WPM 

values obtained from cluster 1. Figure 5 shows the 

WPM values obtained from cluster 2. It clearly shows 

the ranking of CHs from cluster 1 and 2 (WPM). It is 

clear from Figures 2-5 that the variations in the 

outcome of the SAW and WPM are minor. Both 

algorithms suggest the same selection in our case. 

Table 8 shows the packet delivery time in cluster 1 

(cycle 1). Status 1, 2 and 3 show that the priority 

scale time, assigned randomly. Table 9 shows the 

packet delivery time in cluster 2 (cycle 1). Table 10 

shows the packet delivery time in cluster 1 (cycle 2). 

Table 11 shows the packet delivery time in cluster 1 

(cycle 2). The time taken is given in milliseconds. 

Figure 6 shows the packet delivery time in cluster 1 

for the SAW method. Figure 7 shows the packet 

delivery time in cluster 1 (aggregate operations) for 

the SAW method. Figure 8 shows the packet delivery 

time in cluster 1 for the SAW method. Figure 9 

shows the packet delivery time in cluster 1 (aggregate 

operations) for the SAW method. Figure 10 shows 

the time in seconds for the packet delivery 

comparison from the traditional method. Figure 11 

shows the packet transmission energy comparison 

from the traditional method. 

 

Table 1 Initial attributes weight 

Node R W U S RE 

Node 1 0 2 6 1 1 

Node 2 5 7 7 6 3 

Node 5 0 0 8 2 4 

Node 7 0 5 5 5 4 

Node 10 3 8 8 2 2 

Node 11 6 4 9 8 1 

Node 14 3 8 8 7 4 

Node 16 4 2 8 7 7 

Node 18 6 1 6 2 6 

Node 19 8 2 3 6 8 

Node 20 1 9 1 3 3 

Node 22 6 8 6 9 7 

Node 26 1 1 5 8 1 

Node 27 5 7 8 9 2 

Node 28 8 4 2 9 1 

Node 31 2 5 9 4 2 

Node 34 7 3 9 2 2 

Node 36 9 9 2 8 5 

Node 41 6 5 6 1 9 

Node 42 1 9 7 8 8 

Node 47 6 4 4 7 3 

 

Table 2 Cluster 1 

Node R W U S RE Total 

Node 1 0 2 6 1 1 10 

Node 5 0 0 8 2 4 14 

Node 10 3 8 8 2 2 23 

Node 14 3 8 8 7 4 30 

Node 18 6 1 6 2 6 21 

Node 20 1 9 1 3 3 17 

Node 26 1 1 5 8 1 16 

Node 28 8 4 2 9 1 24 

Node 34 7 3 9 2 2 23 
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Table 3 Cluster 2 

Node R W U S RE Total 

Node 2 5 7 7 6 3 28 

Node 7 0 5 5 5 4 19 

Node 11 6 4 9 8 1 28 

Node 16 4 2 8 7 7 28 

Node 19 8 2 3 6 8 27 

Node 22 6 8 6 9 7 36 

Node 27 5 7 8 9 2 31 

Node 31 2 5 9 4 2 22 

Node 36 9 9 2 8 5 33 

 

Table 4 Set status 1 

Node Status Status1 Status2 Status3 

Node 1 1,2,3 5 10 6 

Node 5 1,2,3 5 10 6 

Node 10 2,3 10 6 0.1 

Node 14 2,3,4 10 6 5 

Node 18 5 5 0.1 0.1 

Node 20 2,3 10 6 0.1 

Node 26 4,5 5 5 0.1 

Node 28 1 5 0.1 0.1 

Node 34 1,2,3 5 10 6 

 

Table 5 Set status 2 

Node Status Status1 Status2 Status3 

Node 2 2,3,4 10 6 5 

Node 7 2,3 10 6 0.1 

Node 11 1 5 0.1 0.1 

Node 16 4,5 5 5 0.1 

Node 19 2,3 10 6 0.1 

Node 22 1 5 0.1 0.1 

Node 27 1 5 0.1 0.1 

Node 31 2,3 10 6 0.1 

Node 36 1,2,3 5 10 6 

 

Table 6 Score 1 

Node Status Status1 Status2 

Node 1 1 0.01 1.66666666666667E-02 

Node 5 1 0.01 1.66666666666667E-02 

Node 10 0.5 1.66666666666667E-02 1 

Node 14 0.5 1.66666666666667E-02 0.02 

Node 18 1 1 1 

Node 20 0.5 1.66666666666667E-02 1 

Node 26 1 0.02 1 

Node 28 1 1 1 

Node 34 1 0.01 1.66666666666667E-02 

 

Table 7 Score 2 

Node Status Status1 Status2 

Node 2 0.5 1.66666666666667E-02 0.02 

Node 7 0.5 1.66666666666667E-02 1 

Node 11 1 1 1 

Node 16 1 0.02 1 

Node 19 0.5 1.66666666666667E-02 1 

Node 22 1 1 1 

Node 27 1 1 1 

Node 31 0.5 1.66666666666667E-02 1 

Node 36 1 0.01 1.66666666666667E-02 
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Figure 2 SAW values obtained for the cluster 1 

 

 
Figure 3 SAW values obtained for the cluster 2 

 

 
Figure 4 WPM values obtained for the cluster 1 
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Figure 5 WPM values obtained for the cluster 2 

 

Table 8 Packet delivery time in cluster 1 (cycle 1) 

Node Status1 Status2 Status3 

Node 28 145 0 0 

Node 18 6 0 0 

Node 26 16 4 0 

Node 34 72 1 1590 

Node 5 71 1 1512 

Node 1 69 0 1538 

Node 20 0 1521 0 

Node 10 1 1537 0 

Node 14 1 1519 0 

 

Table 9 Packet delivery time in cluster 2 (cycle 1) 

Node Status1 Status2 Status3 

Node 27 89 0 0 

Node 22 85 0 0 

Node 11 103 0 0 

Node 16 0 3 0 

Node 36 77 0 1547 

Node 31 0 1553 0 

Node 19 0 1564 0 

Node 7 0 1567 0 

Node 2 0 1554 0 

 

Table 10 Packet delivery time in cluster 1 (cycle 2) 

Node Status1 Status2 Status3 

Node 28 79 0 0 

Node 18 3 0 0 

Node 26 0 3 0 

Node 20 1 1556 0 

Node 10 0 1533 0 

Node 34 70 0 1611 

Node 5 77 0 1555 

Node 1 97 0 1553 

Node 14 0 1545 1 
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Table 11Packet delivery time in cluster 2 (cycle 2) 

Node Status1 Status2 Status3 

Node 27 77 0 0 

Node 22 100 0 0 

Node 11 97 0 0 

Node 16 0 3 0 

Node 31 0 1569 0 

Node 19 1 1563 0 

Node 7 1 1574 0 

Node 36 72 0 1564 

Node 2 0 1595 1 

 

 
Figure 6 Packet delivery time in cluster 1 for the SAW method 

 

 
Figure 7 Packet delivery time in cluster 1 (aggregate operations) for the SAW method 
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Figure 8 Packet delivery time in cluster 1 for the WPM method 

 

 
Figure 9 Packet delivery time in cluster 1 (aggregate operations) for the WPM method 

 

 
Figure 10 Time in packet delivery 
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Figure 11 Packet transmission energy consumption 

 

4.Discussion 
The presented approach shows the capability of 

clustering the nodes of similar nature based on the 

attributes' weight. It is capable of ranking through 

SAW and WPM methods for the selection of CHs in 

the cluster. The results clearly indicate that the SAW 

and WPM are efficient in the appropriate CHs 

selection and the distribution of the operation so that 

the energy utilization is minimized. There are minor 

variations in the outcome of the SAW and WPM, 

which is the indication of correct and standard 

ranking. By this, it can be asserted that the proposed 

approach is capable in short packet delivery time or 

the delay in delivery is less and offers efficient 

energy consumption compared to the traditional 

method. The scales have been considered for the 

individual and aggregate attributes for the CHs, 

which outperform in all the cases. We compared the 

approach with the methods of Nagamalar and 

Rangaswamy [27]. They considered 100 nodes with a 

header size of 25 bytes and the data size of 500 bytes. 

In our approach, the size and other things are 

dynamic and change at runtime. But for comparison, 

we also considered 100 nodes with a packet send size 

of 19405 bytes and the received size of 730 bytes, 

which is larger. The proposed methods have been 

compared to the virtual grid-based dynamic routes 

adjustment (VGDRA) and energy efficient clustering 

and localization algorithms (EECLA). Our approach 

with dynamic scaling outperforms in both packet 

delivery and energy consumption. 

 

5.Conclusion 
In this paper, a data clustering approach along with 

decision performance ranking method has been 

applied for the proper selection of CHs and 

synchronization in the sink for the communication 

environment. K-means algorithm has been applied 

for the clustering. SAW and WPM methods have 

been applied for the decision performance ranking. 

The capability of clustering the nodes has been 

considered through the attributes' weight and then the 

ranking method is applied to the appropriate selection 

in the clusters. A total of 50 nodes have been 

considered for the experimentation. For comparison, 

different variations have been considered. The results 

show that the presented approach outperforms in 

terms of CHs selection, operation distribution, packet 

delivery time, and energy consumption. 
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